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Recent Advances in AI

Source: Meta-AI
Source: Hootsuite

https://about.fb.com/news/2022/07/metas-new-ai-research-tool-turns-ideas-into-art/
https://blog.hootsuite.com/conversational-ai/


Core Idea

Source: Adobe

Source: MachineLearningMastery

https://www.google.com/url?sa=i&url=https%3A%2F%2Fstock.adobe.com%2Fsearch%3Fk%3Dgroup%2Btyping&psig=AOvVaw1mofIYASLPzpbozVofEfcQ&ust=1719549120332000&source=images&cd=vfe&opi=89978449&ved=0CBUQ3YkBahcKEwiwrvLn-fqGAxUAAAAAHQAAAAAQBA
https://www.google.com/url?sa=i&url=https%3A%2F%2Fmachinelearningmastery.com%2Fprobability-density-estimation%2F&psig=AOvVaw2nAaXomUaCKPWpsBmqbB7N&ust=1719549416195000&source=images&cd=vfe&opi=89978449&ved=0CBUQ3YkBahcKEwj4i5P3-vqGAxUAAAAAHQAAAAAQBA


RL: Discovery

Looks like something a 
person might draw!

Unexpected: sometimes better than 
what a human may have done!

Source: Deepmind, DQN

Adapted from Berkeley CS 285, Instructor: Sergey Levine

http://www.youtube.com/watch?v=TmPfTpjtdgg
https://www.youtube.com/watch?v=TmPfTpjtdgg
https://rail.eecs.berkeley.edu/deeprlcourse/


What Is Reinforcement Learning

Mathematical formalism for learning-based decision making

Approach for learning decision making and control from experience



Contextualizing RL

Retrieval Reasoning

Reflex States Variables Logic

Regression

Nearest 
Neighbors

MDPs

Search

Bayes Nets

Constraint 
Satisfaction

Model 
Checking

Temporal 
Logic

Adapted from Stanford CS 221, Instructor: Percy Liang

https://stanford-cs221.github.io/autumn2019/


Search Problems



Uncertainty in the Real World
How other agents might behave

Source: istockphoto

https://www.google.com/url?sa=i&url=https%3A%2F%2Fstock.adobe.com%2Fsearch%3Fk%3Dgroup%2Btyping&psig=AOvVaw1mofIYASLPzpbozVofEfcQ&ust=1719549120332000&source=images&cd=vfe&opi=89978449&ved=0CBUQ3YkBahcKEwiwrvLn-fqGAxUAAAAAHQAAAAAQBA
https://stock.adobe.com/search?k=group+typing


Applications

Sensors

Demand

Weather



Motivating Example

● 10x10 grid
● Up, down, left, right
● 0.7 correct dir (as 

instructed), 0.1 rest 
● Green cells are 

absorbing (end 
state)

Figure from Algorithms for Decision Making, Mykel Kochenderfer

https://algorithmsbook.com/


Contrast to Supervised Learning

Source: Medium

Source: Sutton & Barto

Someone gives you the labels Pick your own action

https://www.google.com/url?sa=i&url=https%3A%2F%2Fpub.aimind.so%2Fwhat-is-reinforcement-learning-230bf5b11b61&psig=AOvVaw39Q1IHRHNVfwgwcZ55k7y6&ust=1719553910823000&source=images&cd=vfe&opi=89978449&ved=0CBUQ3YkBahcKEwig-_zUi_uGAxUAAAAAHQAAAAAQEA
http://incompleteideas.net/book/the-book-2nd.html


Contrast to Supervised Learning

Source: Medium

● i.i.d. data
● Known ground truth labels in training

● Data is not i.i.d.
○ Previous outputs influence future inputs

● No ground truth labels
○ We know the reward

Source: Sutton & Barto

https://www.google.com/url?sa=i&url=https%3A%2F%2Fpub.aimind.so%2Fwhat-is-reinforcement-learning-230bf5b11b61&psig=AOvVaw39Q1IHRHNVfwgwcZ55k7y6&ust=1719553910823000&source=images&cd=vfe&opi=89978449&ved=0CBUQ3YkBahcKEwig-_zUi_uGAxUAAAAAHQAAAAAQEA
http://incompleteideas.net/book/the-book-2nd.html


RL Objective



Learning Objectives

● Ability to recognize the applicability of RL, formulate 
problems as RL problems, choose the right algorithm, 
and implement said algorithm

● Get a broad perspective on RL
● Understand the ‘why’ of RL algorithms

● Exposure to standard RL software and benchmarks
● Ability to implement RL algorithms


