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Outline

● Towards model-free algorithms

● Fitted value iteration

● Fitted Q iteration



Approximating the Value Function
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Toy Domains to Reality
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Curse of dimensionality

From INSAAN, India Driving Dataset

https://insaan.iiit.ac.in/


Approximate DP

5 From Decision Making under Uncertainty, Mykel Kochenderfer

https://web.stanford.edu/group/sisl/public/dmu.pdf


Global Approximation: Different Basis Functions

6 From Decision Making under Uncertainty, Mykel Kochenderfer

One dim state space

https://web.stanford.edu/group/sisl/public/dmu.pdf


Fitted Value Iteration
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Approximating V
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Foundation: Value Iteration
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Loss Function
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Fitted Value Iteration
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Fitted Value Iteration
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● We will work with samples

● We have a (finite) sampled set of states

● At each state, we compute the Q values corresp to each 
action, then take the max over those to create our target yi

● Compute NN parameters through linear regression 
to make V close to maxQ 

What data do we need?



Towards Real World Problems
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● State: 
○ Board configuration
○ Shape of block (tetromino)

● Action: Placement

● Reward: Number of rows eliminated

● Dynamics: 
○ Wall change
○ Random next tetromino

● Board is 10x20. And every square 
could be filled/not filled

How do we use fitted VI?



Unknown Transitions
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Fitted VI: Restrictive Assumption
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There are two places where we require knowledge of the transition dynamics

Compute expected value at next state Take max over actions (needs us to be 
able to try out all possible actions from 

the same state)

Does not match up to experience-based learning in general. Cannot go back to exact same 
state to try out new actions.

Need an MDP simulator: to try out every action, get next state and reward



Fitted Q-Iteration
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Fitted Value Iteration
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We don’t have a simulator. We only have a start state. We can sample trajectories



Underlying Idea: VI
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How do we get to a model-free algorithm?



Fitted Q-Iteration
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The crux element

No longer exact. What’s the approximation?



Fitted QI: Key Elements
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Work with Q, instead of V



Fitted QI: What’s the Algorithm Then?
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What data do we need?



Fitted QI: What’s the Algorithm Then?
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How Model Free? Fitted VI vs QI
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Unifying Lens on Algorithms
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Unifying Anatomy of RL Algorithms
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Take action

Generate samples by 
running the policy

Understand/gain 
experience

Fit a model/estimate 
the return

Learn something

Improve the policy

Adapted from Berkeley CS 285, Instructor: Sergey Levine

https://rail.eecs.berkeley.edu/deeprlcourse/


Anatomy of Fitted Value Iteration
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Generate samples by 
running the policy

Fit a model/estimate 
the return

Improve the policy



Anatomy of Fitted Q-Iteration
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Generate samples by 
running the policy

Fit a model/estimate 
the return

Improve the policy



Announcements

Course webpage
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● Assignment 1 deadline
○ Sunday, 25 Aug, 11.55 pm

https://raunakbh92.github.io/AIL722-Fall24/CourseWebpage_Fall2024.html

