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Outline

e Model-free policy evaluation

e Monte Carlo

e Temporal Difference



Unifying Anatomy of RL Algorithms

4 Understand/gain D
> experience

g Fit a model/estimate
0 the return )

Take action

Generate samples by
running the policy

ﬁ Learn something
Improve the policy

3 Adapted from Berkeley CS 285, Instructor: Sergey Levine



https://rail.eecs.berkeley.edu/deeprlcourse/

Towards Real World Problems

[

How do we use fitted VI?

]

State:
o Board configuration
o Shape of block (tetromino)

Board is 10x20. And every square
could be filled/not filled

Action: Placement
Reward: Number of rows eliminated

Dynamics:
o Wall change

o Random next tetromino
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Fitted QI

1. Collect dataset {(s;,a;,r;,s;)} using some policy

c 2. Set Yp s T(Sia az’) i Y- maxa;; Qd)(sfli? a’;)
. 2
3. Set ¢ «— argming Y, 2 [|Qs(si,a:) — yill



How Model Free? Fitted VI vs Ql

1. Collect dataset {(s;,a;,r;,s;)} using some policy

Set y; <— max, (T(Sz’, a;) +.E {V(b(s;)]) Set y; «— r(si,a;) + 7. max,/ Qs(s:,a;)

. 2
Set ¢ <— argming ) _; % [V (si) — yill Set ¢ «+— argming ) . % Q¢ (8i,a:) — yzH2



Anatomy of Fitted Q-Ilteration

Q(s,a) «— r(s,a) +v.max, Q(s',a")

> Fit a model/estimate
g the return

Generate samples by
running the policy

A4
| [ Improve the policy }




Let’'s Resurface

MDP : Tuple(S, A, T, R, p)
e Policy Ilteration
S : State Space

e \alue lteration A : Action Space

p : Initial State Distribution
e Fitted Value lteration

R:S x A— R: Reward Function

e Fitted Q Iteration .S S0 Prebabilistie e T :

[ Model-Free RL ]
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Settings: Motivate Model-Free Approaches

e MDP model is unknown (no transition dyn) but we can sample from it

Autonomous vehicle in Robotic navigation in Advertising with
traffic unknown envs unknown user behavior

e MDP model is known, but it's easier to sample

[ Climate models } [ Robotic navigation } [ Game playing }




Model-Free RL
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Policy Evaluation V7 (s) = E{Zr(st as)

=t

T
V™ (s) = B el s [r(st,at)] -+—IE[ Z r(st/,at,)]

t/=t+1

|

VT(s) =E [ St, Q) + Z (S, ae)

t'=t+1

VW(‘St) — Eatfv?rg(at|st) [T(Sta at)] 55 Est+1wp(st+1|st,at) |iv7r(8t—{-1)]

[ The Bellman equation ]
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Policy Evaluation in Model-Free Setting

VT (s) = fr(s, w(s)) = 7y « Bt saital) [V”(s’)]

e Note: S&B calls evaluation as prediction

e Note: S&B calls approximating optimal policies as control

§r = 5‘7]

V" ( pe(r)[ZV (847, agr)

t/_
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tt=t
.
5[ ()]
1 N
K= N E f(xs)
=1
where x;.x9, ..., N are 1.i.d. random samples drawn from the distribution over z.
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Monte Carlo Policy Evaluation = S )

= 3‘7]

V ( pe(T)[Z,}/t S B S’t/ at/)

=t

Our goal: V7™ (s)

The return is defined as: G; = Z 7t Tt or(sy,ay)

=t
= s]]

V (9]) Epe(’i‘) [Gt




Monte Carlo Policy Evaluation

Our goal: V™ (s/)

e Sample trajectories

e Store the obtained cumulative discounted reward

e Average
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Monte Carlo Policy Evaluation

First-visit MC prediction, for estimating V = v,

Input: a policy 7 to be evaluated

Initialize:
V(s) € R, arbitrarily, for all s € 8
Returns(s) < an empty list, for all s € S

Loop forever (for each episode):
Generate an episode following 7: So, Ao, R1,S1,A1.Ro,....S7_1,Ar_1, R
G+ 0
Loop for each step of episode, t =T1T'—1,1T—2,...,0:
G +— ’YG + Rt+1
Unless St appears in So, S1,...,St—1:

Append G to Returns(St)
V(St) < average(Returns(St))

16 Section 5.1, Reinforcement Learning: An Introduction, Sutton & Barto



http://incompleteideas.net/book/RLbook2020.pdf

About Monte Carlo
S @)

OO OO O Of

e Estimates for states are independent []

e Estimate for one state does not build upon the estimate of any
other state (this was the case in DP)

e Monte Carlo methods do not bootstrap

[ Computational expense of estimating the value of a single state is independent of the number of states ]

17 Section 5.1, Reinforcement Learning: An Introduction, Sutton & Barto



http://incompleteideas.net/book/RLbook2020.pdf

