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Outline

e |[ncremental estimation of the value function

e Temporal difference prediction

e Example: Random walk



N
Monte Carlo Policy Evaluation = S )

V" ( Ep, (r) [Z’Y SACHRCBIED :b’j]

=%

Our goal: V™ (s’)
i
/
The return is defined as: G = g G r(s¢, ag)

=t
St — ‘7]

VT (s) = Epy o) [Gt

3




Monte Carlo Policy Evaluation

Our goal: V™ (s/)

e Sample trajectories

e Store the obtained cumulative discounted reward

e Average



Monte Carlo Policy Evaluation

First-visit MC prediction, for estimating V = v,

Input: a policy 7 to be evaluated

Initialize:
V(s) € R, arbitrarily, for all s € 8
Returns(s) < an empty list, for all s € S

Loop forever (for each episode):
Generate an episode following 7: So, Ao, R1,S1,A1.Ro,....S7_1,Ar_1, R
G+ 0
Loop for each step of episode, t =T1T'—1,1T—2,...,0:
G +— ’YG + Rt+1
Unless St appears in So, S1,...,St—1:

Append G to Returns(St)
V(St) < average(Returns(St))

5 Section 5.1, Reinforcement Learning: An Introduction, Sutton & Barto



http://incompleteideas.net/book/RLbook2020.pdf

About Monte Carlo
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e Estimates for states are independent []

e Estimate for one state does not build upon the estimate of any
other state (this was the case in DP)

e Monte Carlo methods do not bootstrap

[ Computational expense of estimating the value of a single state is independent of the number of states ]

6 Section 5.1, Reinforcement Learning: An Introduction, Sutton & Barto



http://incompleteideas.net/book/RLbook2020.pdf

Incremental Approach
expectation of a single variable X from m samples:

.fm:

Section 17.1, Algorithms for Decision Making, Kochenderfer



https://algorithmsbook.com/files/chapter-17.pdf

Incremental Approach
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8 Section 2.4, Reinforcement Learning: An Introduction, Sutton & Barto



http://incompleteideas.net/book/RLbook2020.pdf

Incremental Model-Free Policy Evaluation
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Monte Carlo vs. Dynamic Programming

St = 8]]

[ Target for Monte Carlo ]

Vﬂ(Sj) = EPO(T) [Gt

VW(Sj) — ]Epe(T) [’rH—l sk & = (St_|_1) St — Sj]
[ Target for DP ]
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Monte Carlo vs. Dynamic Programming

By = 39]

V (‘S‘J) Epe(?’) [Gt

[ Target for Monte Carlo ] [ Uses a sample of the real thing }

Vﬂ-(sj) ]EpQ(T) [Tt—i—-l + ”)’ Vﬂ-(gt_{_l) St — 9]]

[ Target for DP ] [ Does compute expectations. Uses known model }

11 Section 6.1, Reinforcement Learning: An Introduction, Sutton & Barto



http://incompleteideas.net/book/RLbook2020.pdf

Temporal Difference Policy Evaluation

an(sj) — sz—l(s‘j) g
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[ But it works! ]
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Algorithm: TD(0)

Input: the policy 7 to be evaluated
Algorithm parameter: step size o € (0, 1]
Initialize V'(s), for all s € 8T, arbitrarily except that V(terminal) = 0

Loop for each episode:

Initialize S

Loop for each step of episode:
A < action given by 7 for S
Take action A, observe R, S’
V(S) + V(S)+a[R+~V(S) = V(9)]
S+ 5

until .S is terminal

13



Backup Diagram Comparison
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Pros of TD(0)

[ No model required } [ No need to wait until the end of the episode ]

[ Proven to converge to the true value function }
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Example: Random Walk
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16 Example 6.2, Reinforcement Learning: An Introduction, Sutton & Barto



http://incompleteideas.net/book/RLbook2020.pdf

Algorithm: TD(0)

Input: the policy 7 to be evaluated
Algorithm parameter: step size o € (0, 1]
Initialize V'(s), for all s € 8T, arbitrarily except that V(terminal) = 0

Loop for each episode:

Initialize S

Loop for each step of episode:
A < action given by 7 for S
Take action A, observe R, S’
V(S) + V(S)+a[R+~V(S) = V(9)]
S+ 5

until .S is terminal
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