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Outline

● Vs. ground truth: model-based policy evaluation

● TD prediction

● Q-Learning



Incremental Model-Free Policy Evaluation
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Temporal Difference Policy Evaluation

4



Example: Random Walk

5 Example 6.2, Reinforcement Learning: An Introduction, Sutton & Barto

What is the value function?

http://incompleteideas.net/book/RLbook2020.pdf


Example: Random Walk

6 Example 6.2, Reinforcement Learning: An Introduction, Sutton & Barto

http://incompleteideas.net/book/RLbook2020.pdf


Example: Random Walk

7 Example 6.2, Reinforcement Learning: An Introduction, Sutton & Barto

http://incompleteideas.net/book/RLbook2020.pdf


Generalised Policy Iteration

8 Section 4.6, Reinforcement Learning: An Introduction, Sutton & Barto

● Two simultaneous, interacting processes
○ Make value fun consistent with current policy
○ Make policy greedy w.r.t. current value function

● In PI, these processes alternate, each 
completing before other begins

● In VI, single iteration of policy evaluation 
between each policy improvement

GPI: Evaluation and improvement processes interact, independent of granularity

Model-free evaluation in GPI?

http://incompleteideas.net/book/RLbook2020.pdf

