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Recap

● Exploring Starts

● Estimating Q-Values

● Stochastic exploration policies

● Can we find expected returns for the target policy 
using expected returns obtained from a source policy?
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Outline

● Weighted IS and incremental algorithm

● Importance sampling for prediction

● Off-policy MC control

● TD control



Importance Sampling
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Back to Prediction: Off-Policy
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Target policy

Behavior policy

Implies that b must be 
stochastic in states where 

it is not identical to pi

Because every action 
taken under pi has to be 

taken under b
What is the IS ratio?



RL Objective



Off-Policy Prediction via Importance Sampling

7 Section 5.5, Reinforcement Learning: An Introduction, Sutton & Barto

Use for prediction?

http://incompleteideas.net/book/RLbook2020.pdf


Expected Returns
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Can we build an incremental estimation algorithm?



Monte Carlo Prediction using Importance Sampling

9 Section 5.5, Reinforcement Learning: An Introduction, Sutton & Barto

Is this first-visit or every-visit?

http://incompleteideas.net/book/RLbook2020.pdf


Monte Carlo Control using Importance Sampling

10 Section 5.5, Reinforcement Learning: An Introduction, Sutton & Barto

Follow behavior policy 
while learning about and 

improving the target policy

http://incompleteideas.net/book/RLbook2020.pdf


Summary & Announcements

Viva sign up link
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● Summary
○ Importance sampling return estimation
○ Off-policy MC control

● Announcements
○ Sign up for Assgn 1 viva slots

■ To be held this Sat, 7/9/24

https://docs.google.com/spreadsheets/d/1jP4pnGZNoLgMUnvXyYbgdAceKcNPlUI-vHTJ7Ya9FwE/edit?gid=0#gid=0

