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Outline

e From fitted Q-iteration to Online Q-Learning

e Exploration rules: Intro

e Assignment 2 overview



Arriving Here

e Bootstrap and sample the e Approximate the value
expected return function
e Off-policy algorithm e Fitted VI was not model-free

e Q-Learning e Fitted QI



Fitted Ql

[ Properties }

e Did not require knowledge of
transition dynamics

e Did not require explicit
representation of policy

e Off policy



Fitted QI

1. Collect dataset {(s;,a;,r;,s;)} using some policy

2. Set Us < ’I”(Sz', CLZ') =+ =y maXg’ Qqﬁ(sga CL;)

. 2
3. Set ¢ +— argming >, 1 [|Qe(si,a;) — ui



F |tted Q I { Choices }

[ Properties ] e How many transitions to
collect?

e Did not require knowledge of

transition dynamics
e How many gradient steps

e Did not require explicit to update parameters

representation of policy
e How many times to

alternate between new

e Off policy target creation and new
function fitting before
[ What's the spectrum? ] collecting more data




Completely Online Algorithm

[ 1 step of data collection ]

1. Take some action a; and obtain (s;, a;, s;,7;)

[ 1 step before collecting more data ]

2. = T(SZ', ai) + v - maxeq’ Q(wa CL;)

d
3. ¢ < qb — e %(Si,ai) : <Q¢<Si, a,z-) — ny) [ 1 gradient step ]

[ Look familiar? ]
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Exploration

1. Take some action a; and obtain (s;, a;, s;,7;)

2. Y = T(S% a’i) T maxeq’ Q(S{ia a",/,)

3. p— ¢ —a- %(Sz’,az’) ' <Q¢(Si>ai) - yi)



Exploration

e Epsilon-greedy

e Boltzmann exploration



Summary & Announcements

e Summary e Announcements
o Online Q learning o Midterm marks clarification session
o Exploration ideas m Office hours today
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