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Recap

e Online Q-Learning

e Exploration



Outline

e Serial correlation

e [EXxperience replay

e Online Q-learning with replay buffer



Online Q-Learning
1. Take some action a; and obtain (s;, a;, s;,7;)

2. = T(SZ', ai) + v - maxeq’ Q(wa CL;)

3. p— o — - %(Si,ai) : (qu(s@-,ai) — yz>

[ Special case: Gradient step on tabular Q ]




A Problem
1. Take some action a; and obtain (s;, a;, s}, ;)

2. ¢— b —a- F(siai)- (Q(b(siaai) — [r(si; a;) + v - maxg, Q(%%)])

[ Correlated samples }

: 2
Set ¢ <— argming, ) % Q¢ (5i,a:) — yil|
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Serial Correlation: Impact on Regression

E(e;) =0

Var(e;) = o2

Yy = Xt + €
E(eies) =0 for t#s

BoLs = (X'X) 71Xy
Bos = (X'X)1X'(XB +¢)

Bors = B+ (X'X) 1X'e



Bias of the Estimator Bors = B+ (X'X) ' X'e
Bias(Bors) = E(Bors) — 5
E(Bows) = E (8 + (X'X) "1 X'e)

= B+ (X'X) ' X'E(e)

Bias(Bors) = E(Bors) — 8 = 0
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Variance of the Estimator Bors = B+ (X'X) ' X'e

Var(Bors) = E [(BOLS — E(Bows))(BoLs — E(BOLS))/}
Substitute Bors = 8+ (X'X) 1 X'e and E(BOLS) — 3
Var(Bors) = E | ((X'X) 7 X'e) (X'X) ' X'e)']
= (X'X) ' X'E(e) X (X' X) !
Since E(e€’) = o%I,,, we get:

Var(BOLs) = (X'X)™!



With Serial Correlation

yr = XiB + € E(e) =0

[ First-order autoregressive

structure 1 € = P€t—1 a5 Uyt

where:
e pis the autocorrelation coefficient (with [p| < 1),
e 1wy is a white noise error term with E(u;) = 0 and Var(u;) = o2,

e tranges from 1 to n, where n is the total number of observations



With Serial Correlation

Yp = Xt5+€t €t = PEL—1 T Uy
( 1 P ;02 " we Pn_l\ Diagonal terms are variance of
0 1 0 pn—2 each error term
2 n—3
Q=0c| P p 1 p
. : Off-diag terms represent
s covariance between different
\pn—l pn—2 pn—3 1 ) time steps
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With Serial Correlation €t = PEt_1 + Uy
E(Bors) = B
BiaS(BOLS) — O

Var(Bors) = (X'X) ' X'QX (X' X) ™!

[ Variance of the OLS estimator is larger in the presence of serial correlation }
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