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Recap

● Exploration

● Online Q-Learning
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Outline

● Serial correlation

● Experience replay

● Online Q-learning with replay buffer



Online Q-Learning
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Special case: Gradient step on tabular Q



A Problem
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Correlated samples



Serial Correlation: Impact on Regression
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Bias of the Estimator
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Variance of the Estimator
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With Serial Correlation
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First-order autoregressive 
structure



With Serial Correlation
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Diagonal terms are variance of 
each error term

Off-diag terms represent 
covariance between different 

time steps



With Serial Correlation
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Variance of the OLS estimator is larger in the presence of serial correlation


