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Recap & Today’s Outline

● Serial correlation

● Experience replay

● Online Q-learning with replay buffer

● Target network

● Double Learning



Back to online Q-Learning
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Why did correlation not matter in tabular Q-learning?



Q-Learning with Experience Replay
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K times

Note the sum



On Experience Replay
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● First time by Long Ji Lin paper: 1992

● Biologically inspired: Experiences in memory

● Resurrected by DQN paper: 2015

● With much larger buffer size

● With off-policy algorithm

● With neural value functions

● With target nets



Problem: Moving Target
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● Fit the NN params to convergence

● Target y has changed



Online Q-Learning
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Replay Buffer and Target Network
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K times Note the target Q

N times



Unified Framework: Interacting Processes
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Can we identify similar processes here?

What were the interacting processes in GPI?



Problem: Overestimation

10 Section 6.7, Reinforcement Learning: An Introduction, Sutton & Barto

● Episodes always start in A

● Right transitions to terminal 
state and terminates

● Left transitions to B with reward 0

● Many possible actions from B 

● All lead to termination

● Reward is drawn from 
N(-0.1,1) 

http://incompleteideas.net/book/RLbook2020.pdf


Summary & Announcements
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● Summary
○ Serial correlation

■ Replay buffer
○ Moving target

■ Target Network
○ Unified Process
○ Overestimation

■ Double Learning

● Announcements
○ If project (instead of assignment 3)

■ Proposal deadline: TBA
■ Project deadline will be same as 

assignment 3 deadline
■ Proposal (1 page excl. refs):

● What is the problem?
● What are its challenges?
● What has been done before?
● What do you plan to do?

○ Weightage
○ Paper selection


