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Aliased Grid World

2 Adapted from Hado van Hasselt



Advent of Policy Gradient Methods
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● Oriented towards finding 
deterministic policies 

● Arbitrary change in action value can 
cause it to be selected/not selected 

● Not converge

● Instead of approx value func and 
then deterministic pol, direct 
stochastic policy



RL Objective



Finding the Objective Value

Take samples and estimate the expectation

Rollouts generated by running the policy



Optimising the Objective Value

To compute the gradient, we need to know the initial state distribution 
and transition probability distribution



Gradient Expression

Convert the integral to an expected value, and estimate it using samples

What’s the chain of thought?



Gradient Estimator

Recall



Gradient Computation

Estimating expectation

No need to know the initial state distribution or transition dynamics



The Reinforce Algorithm

Section 13.1, Reinforcement Learning: An Introduction, Sutton & Barto

http://incompleteideas.net/book/RLbook2020.pdf


Summary & Announcements
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● Summary
○ Aliased grid world

■ Stochastic optimal policy
○ Policy gradient expression
○ Reinforce algorithm


