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Recap & Today’s Outline

● Bias and variance

● Policy gradients

● Baseline

● Causality

● Optimal baseline

● Actor-critic



Baseline

Our revised estimator Y does not introduce bias



Optimal Baseline

Thus, sufficient to analyse variance of Y. Then divide by N

Can we ignore the second term?

Independent of b



Optimal Baseline
Goal: Find b such that the variance is lowest

In practice, we use the average reward as the baseline



From Sutton and Barto



Variance Reduction: Causality

Reduced variance since we reduced the sum to be a smaller number

Reward-to-go


