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From Sutton and Barto



Variance Reduction: Temporal Structure

Reduced variance since we reduced the sum to be a smaller number

Reward-to-go

The policy at time t’ cannot affect reward at time t when t < t’



Reward-To-Go

If we land at same state and action, we could experience a very different trajectory

Single sample estimate of 
expected reward

The OG

Less samples means higher variance of expected value



True Expected Reward-To-Go

Lower variance gradient estimator

We have already seen that baselines reduce variance. Let’s do that here as well



Baseline

Single sample

Avg reward

Let’s work with the true reward-to-go



State-Dependent Baseline

Avg reward-to-go over all possible trajectories that start at that timestep

But, we want average reward-to-go over all possible trajectories that start at that state.

How much better is a compared to 
average action in that state

Framework for actor-critic algorithm


