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Recap

● Reinforce

● Policy gradient

● Variance Reduction



Why Policy Optimisation instead of Value Function
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● Might be simpler than V or Q
○ Robotic grasping 

● V does not prescribe what action to pick
○ Compute 1 Bellman backup
○ Needs dynamics model

● Q also does not directly prescribe the action
○ Need to compute argmax efficiently



Variance

4 Hugging Face Deep RL Blog, A2C

Let’s see a toy example

https://huggingface.co/blog/deep-rl-a2c


Variance Reduction
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Recap & Today’s Outline

● Performance and Examples

● Actor-critic

● DQN with continuous actions

● Reinforce

● Policy gradient

● Variance Reduction



Actor-Critic

7

How to do this?

Approximation here



Advantage computation
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Different Approaches
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From Sutton and Barto



Actor-Critic Process: Visuals

11 Hugging Face Deep RL Blog, A2C

https://huggingface.co/blog/deep-rl-a2c


Actor-Critic Process: Visuals
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Actor-Critic Performance

13 Asynchronous Advantage Actor-Critic, Mnih, ICML 2016



Example

Source: Youtube
Labyrinth, A3C paper, Source: Youtube

http://www.youtube.com/watch?v=qMlcsc43-lg
https://www.google.com/url?sa=i&url=https%3A%2F%2Fstock.adobe.com%2Fsearch%3Fk%3Dgroup%2Btyping&psig=AOvVaw1mofIYASLPzpbozVofEfcQ&ust=1719549120332000&source=images&cd=vfe&opi=89978449&ved=0CBUQ3YkBahcKEwiwrvLn-fqGAxUAAAAAHQAAAAAQBA
https://www.youtube.com/watch?v=qMlcsc43-lg
http://www.youtube.com/watch?v=nMR5mjCFZCw
https://www.youtube.com/watch?v=nMR5mjCFZCw


Paper Presentation

● What are they trying to do:
○ Title
○ Abstract
○ Background
○ Conclusion

● Why are they doing this
○ Title
○ Abstract
○ Background

● How do they do it
○ Methods
○ Appendix

● How do they justify it works: results
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● Answer the questions
○ What is the problem and why important
○ Why is it challenging
○ What was done before
○ What has the paper done

● Demonstrate that you understand 
the math and algorithm

● Rehearse
○ We will impose a hard stop at 10 mins


