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Where are HMMs used?

● Speech Recognition

● Activity Recognition

Acoustic Signal Phenomes: Pat/Bat

Sensor Readings Activity: walking

● Music Transcription Audio features Musical notes

● Finance Financial indicators Bull, Bear, Stable



Hidden Markov Model

Input to the HMM: A sequence of T 
observations

Notation alert



P1: Likelihood Computation

➔ Given the ice-cream eating HMM, what is the probability of 
the sequence of ice creams eaten being 3, 1, 3?

3 1 3



Brute Force vs. Forward Algorithm 3 1 3

Notation alert



Forward Algorithm

How do we translate this to pseudocode?



Forward Algo: Pseudocode

Source: SLP, Dan Jurafsky

https://web.stanford.edu/~jurafsky/slp3/A.pdf


Forward Trellis

How do you compute the original goal: observation sequence likelihood?

Source: SLP, Dan Jurafsky

https://web.stanford.edu/~jurafsky/slp3/A.pdf


HMM: Three Fundamental Problems



Problem 2: Decoding



Problem 2: Decoding

➔ Find the hidden state sequence that was most likely to 
have generated the input observation sequence.

3 1 3 Earlier goal

What should the goal be now?



Decoding: Equivalent Objective

Where have we seen this quantity before?

Can you think of a brute force algorithm for decoding?



Viterbi Algorithm: Building Blocks

How do we use this to get 
what we want?



Viterbi Algo: Recursion



Viterbi Algo: Recursion



Viterbi Algorithm

Source: SLP, Dan Jurafsky

https://web.stanford.edu/~jurafsky/slp3/A.pdf


Viterbi Algorithm: Pseudocode

Source: SLP, Dan Jurafsky

https://web.stanford.edu/~jurafsky/slp3/A.pdf


Viterbi Trellis

Source: SLP, Dan Jurafsky

https://web.stanford.edu/~jurafsky/slp3/A.pdf


Trellis: Forward vs. Viterbi

Source: SLP, Dan Jurafsky

https://web.stanford.edu/~jurafsky/slp3/A.pdf


Summary
3 1 3

DecodingLikelihood



Viterbi

Source: USCSource: Forbes

https://viterbischool.usc.edu/news/2020/03/usc-viterbi-listed-again-among-the-nations-top-10-engineering-graduate-programs/
https://www.forbes.com/sites/karlfreund/2024/03/14/qualcomm-becomes-a-mobile-ai-juggernaut/


Problem 3: Learning



Problem 3: Learning

➔ Given an observation sequence and the set of possible 
states in the HMM, learn the HMM parameters, i.e., 
transition probabilities and emission probabilities.

1 3 1 2
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What are the initial state distribution, transition prob and emission probs?


