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Example: Treating a Broken Toe
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● Surgery

Example from Emma Brunskill

● Buddy taping

● Do nothing

● After 6 weeks: do an X-ray to check whether 
healed (1) or not (0) 



Greedy Approach
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Today’s Outline

● Upper confidence bound

● Hoeffding inequality

● Course conclusion



Correction: Regret
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Correction: Regret
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● Maximise cumulative reward

● Equivalent to minimise total regret



Regret: Greedy Approach
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Cannot evaluate regret in real settings because requires 
knowledge of the true best action



Regret: Rate of Growth

8 Adapted from Emma Brunskill



Optimism under Uncertainty
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10-armed Testbed

10 Section 2.3, Reinforcement Learning: An Introduction, Sutton & Barto

● 2000 10-armed bandit problems

● For each bandit problem, set the 
true action values by sampling 
from a standard Normal 
distribution  

● Then, when we test our proposed 
learning algo, the obtained reward 
at each timestep is sampled from 
a Normal(Q(ai),1) 

http://incompleteideas.net/book/RLbook2020.pdf


10-armed Testbed

11 Section 2.3, Reinforcement Learning: An Introduction, Sutton & Barto

● 2000 10-armed bandit problems

● One run: 1000 timesteps on a 
bandit problem 

● Do 2000 runs, each run for a 
different bandit problem. This 
establishes the learning algo 
performance 

http://incompleteideas.net/book/RLbook2020.pdf


Performance on 10-armed Testbed: Eps-Greedy

12 Section 2.3, Reinforcement Learning: An Introduction, Sutton & Barto

http://incompleteideas.net/book/RLbook2020.pdf


UCB algorithm
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Reg(T) is O(logT)

Section 2.7, Reinforcement Learning: An Introduction, Sutton & Barto

http://incompleteideas.net/book/RLbook2020.pdf


14 Section 2.10, Reinforcement Learning: An Introduction, Sutton & Barto

http://incompleteideas.net/book/RLbook2020.pdf


Applications of Bandits
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● A/B testing

Section 1.2, Bandit Algorithms, Lattimore & Szepesvari

● Advert placement

● Recommender systems

● Tree search

Source: Bastani, Nature 2021

https://tor-lattimore.com/downloads/book/book.pdf
https://www.nature.com/articles/s41586-021-04014-z


Applications Beyond Robots and Games
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● Optimising image generation

● Transportation

● Chip design

● Covid screening

Source: DDPO

https://arxiv.org/pdf/2305.13301


Unifying Picture of RL
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Generate samples by 
running the policy

Fit a model/estimate 
the return

Improve the policy

Adapted from Sergey Levine



Revisiting Algorithm Types
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● Policy gradients
● Find gradient of objective, then gradient ascent

● Value-based
● Estimate V or Q (no explicit policy) 

● Actor-critic
● Estimate V or Q of current policy, use to get better 

gradient estimate 



Where Next
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● Where do rewards come from?

● Humans reuse past knowledge, policies need to be retrained

● Humans can learn incredibly quickly, RL is slow

● Humans can predict, how should agents use predictions



Conclusion
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Source: LibQuotes
Alan Turing, Source: Wikipedia

https://www.google.com/url?sa=i&url=https%3A%2F%2Flibquotes.com%2Falan-turing%2Fquote%2Flbf0p3q&psig=AOvVaw3Wx_oPcq4QAvkcQIrVzh-r&ust=1731502647867000&source=images&cd=vfe&opi=89978449&ved=0CBQQjRxqFwoTCJinsqHs1okDFQAAAAAdAAAAABAQ
https://www.google.com/url?sa=i&url=https%3A%2F%2Fen.wikipedia.org%2Fwiki%2FAlan_Turing&psig=AOvVaw1hBkb0Maed2ZAUMa627G4F&ust=1731502898928000&source=images&cd=vfe&opi=89978449&ved=0CBQQjRxqFwoTCIDJho7t1okDFQAAAAAdAAAAABAQ

