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Outline

● MDP recap

● Example applications

● Closer look at a few examples

● Associated constructs
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HMM: State Evolution

Source: Sutton & Barto

http://incompleteideas.net/book/the-book-2nd.html


MDP

Richard Bellman, Source: Wikipedia

Lev Pontryagin, Source: Wikipedia

https://en.wikipedia.org/wiki/Richard_E._Bellman
https://www.google.com/url?sa=i&url=https%3A%2F%2Fwww.wikidata.org%2Fwiki%2FQ451319&psig=AOvVaw1IlRG0e0WlmbLgoyO4H1ie&ust=1722318747133000&source=images&cd=vfe&opi=89978449&ved=0CBQQjhxqFwoTCOibhcHHy4cDFQAAAAAdAAAAABAE
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MDP Framework

● An abstraction for goal-directed behavior

● Whatever the details of sensors, memory and control

● Any problem of learning goal-directed behavior can be 
reduced to three signals passing back and forth 
between an agent and its environment:

● Represent choices made by the agent (the actions)

● Represent basis on which choices are made (the states)

● Define the agent’s goal (the rewards)

Source: Sutton & Barto

http://incompleteideas.net/book/the-book-2nd.html


Example Applications

Source: Youtube

● Cleaning Robot

http://www.youtube.com/watch?v=_nmcEABPEW0
https://www.youtube.com/watch?v=_nmcEABPEW0&pp=ygUSY2xlYW5pbmcgcm9ib3QgTURQ


Example Applications

Source: Youtube

● Cleaning Robot

● Walking Robot

http://www.youtube.com/watch?v=Ve9kWX_KXus
https://www.youtube.com/watch?v=Ve9kWX_KXus&pp=ygUSc3BvdCB3YWxraW5nIHJvYm90


Example Applications

Source: Youtube

● Cleaning Robot

● Walking Robot

● Pole balancing

http://www.youtube.com/watch?v=vmS8EdxgHoE
https://www.youtube.com/watch?v=vmS8EdxgHoE&pp=ygUOY2FydCBwb2xlIHJlYWw%3D


Example Applications

Source: Youtube

● Cleaning Robot

● Walking Robot

● Pole balancing

● Games: Tetris

http://www.youtube.com/watch?v=CvUK-YWYcaE
https://www.youtube.com/watch?v=CvUK-YWYcaE


Example Applications

● Cleaning Robot

● Walking Robot

● Pole balancing

● Games: Tetris

● Language: Dialog Systems
Source: Youtube

http://www.youtube.com/watch?v=RE3McxSXtR4
https://www.youtube.com/shorts/RE3McxSXtR4


Example Applications

Source: Youtube

● Cleaning Robot

● Walking Robot

● Pole balancing

● Games: Tetris

● Language: Dialog Systems

● Computer Vision: Object Tracking

http://www.youtube.com/watch?v=ZScCDNE9uZE
https://www.youtube.com/watch?v=ZScCDNE9uZE&pp=ygUVc3BydHMgdHJhY2tpbmcgY2FtZXJh


Example Applications

Source: Youtube

● Cleaning Robot

● Walking Robot

● Pole balancing

● Games: Tetris

● Language: Dialog Systems

● Computer Vision: Object Tracking

● Vision + Language: Image Captioning

http://www.youtube.com/watch?v=Vlr_Xdf3pHc
https://www.youtube.com/watch?v=Vlr_Xdf3pHc&pp=ygUcaW1hZ2UgY2FwdGlvbmluZyBzeXN0ZW0gZGVtbw%3D%3D


Example Applications

● Cleaning Robot

● Walking Robot

● Pole balancing

● Games: Tetris

● Language: Dialog Systems

● Computer Vision: Object Tracking

● Vision + Language: Image Captioning

● Server Management



About the Reward

From Reinforcement Learning: An Introduction, Sutton & Barto

● A way for you to specify what you want the agent 
to achieve…

● NOT how you want it achieved

● The reward hypothesis

http://incompleteideas.net/book/RLbook2020.pdf


Closer Look at Example MDPs



Tetris: MDP Components

● State: 
○ Board configuration
○ Shape of block (tetromino)

● Action: Placement

● Reward: Number of rows eliminated

● Dynamics: 
○ Wall change
○ Random next tetromino

● Board is 10x20. And every square 
could be filled/not filled



Queuing Problem

● Customers line up in a queue. There is only 
one line. Line is empty initially

● We can serve one customer at a time. There 
are two modes of service: fast and slow

● Each timestep, a new customer arrives with 
probability p. The horizon length is T

● Waiting cost: gamma * queue length
Source: Dreamstime

https://www.google.com/url?sa=i&url=https%3A%2F%2Fwww.dreamstime.com%2Fillustration%2Fqueue-meal.html&psig=AOvVaw0nKm86BAxRnaH-PwKVM93m&ust=1722324983321000&source=images&cd=vfe&opi=89978449&ved=0CBQQjhxqFwoTCLiwwvLey4cDFQAAAAAdAAAAABAE


Queuing Problem: Formulation



Grid World

● 10x10 grid
● Up, down, left, right
● 0.7 correct dir (as 

instructed), 0.1 rest 
● Green cells are 

absorbing (end 
state)

Figure from Algorithms for Decision Making, Mykel Kochenderfer

https://algorithmsbook.com/


Racing Problem

Example from CS580 at George Mason, Instructor: Xuesu Xiao

https://cs.gmu.edu/~xiao/Teaching/CS580_Spring2024/cs580_spring2024.html


Racing Problem



What is a Solution?

From Stanford CS 221, Instructor: Percy Liang

https://stanford-cs221.github.io/autumn2019/


Open Loop Plan

From Decision Making under Uncertainty, Mykel Kochenderfer

Open loop plan chooses down action from s0

https://web.stanford.edu/group/sisl/public/dmu.pdf

