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e Policy: Recap
e (Goal of the agent: Objective Function

e Dealing with Expectations

e \alue Functions



Open Loop Plan

down, up) = 20
down, down) = 20

[ Open loop plan chooses a down action from s ]

From Decision Making under Uncertainty, Mykel Kochenderfer



https://web.stanford.edu/group/sisl/public/dmu.pdf

Policy

Search problem: path (sequence of actions)

MDP:
% Definition: policy

A policy 7 is a mapping from each state s € States to an action a € Actions(s).

An example poliC . 7()¥2—_ :;]l’_ —0!1 —011 :;!1’_ :;]l’_ —0!1 :E‘T_ :)Y]’_ :az
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e ... (have to map every state to an action) H+ ﬁ‘.ﬂ* || A



MDP

MDP : Tuple(S, A, T, R, p)
S : State Space

A : Action Space

T:8%xAxS —1[0,1] : Probabilistic Transition Function
R:8 x A— R: Reward Function

p : Initial State Distribution

T:S— A




The Objective

e The reward hypothesis

That all of what we mean by goals and purposes can be well thought of as
the maximization of the expected value of the cumulative sum of a received
scalar signal (called reward).

e Any problem of learning goal-directed behavior can be
reduced to three signals passing back and forth
between an agent and its environment:

e Represent choices made by the agent (the actions)
e Represent basis on which choices are made (the states)

e Define the agent’'s goal (the rewards)

From Reinforcement Learning: An Introduction, Sutton & Barto



http://incompleteideas.net/book/RLbook2020.pdf
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Expectations

0* = arg mgxxIETNpG(T) Zr(st,at)

b=

[ RL is really about optimising expectations ]

(8¢, a;) : not smooth
Suppose policy g(a; = fall) = 6
Epy () [23:1 (¢, at)] : smooth in 6

Why RL can use smooth optimisation techniques
even though rewards are highly discontinuous

Source: Pinterest

Adapted from Berkeley CS 285, Instructor: Sergey Levine



https://www.pinterest.com/pin/712835447247926645/
https://rail.eecs.berkeley.edu/deeprlcourse/

Working with Expectations



Expectations in the Objective
T
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Expanding it out for clarity
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Factorising the Trajectory Distribution

P9(81,a1,---,3T,0«T) ZP(Sl) Hle We(at ’ St)p(3t+1 \ st,at)

P(Sl,a1,82,az,83) :p(81) 'p(a1,82,a2,83 | 31)
:p(Sl) 'p(al ! 81) 'p(82,a2383 \ 81>a1)
:P(Sl) -p(a,1 \ 81) °P(82 \ 81,a1) ~p(a2,53 \ 31,a1,32)

:p(sl) 'p(al ! 81) 'P(82 \ 81,01) -p(a2 \ 82) 'P(83 \ Sz,az)

[ Can we use this factorization in the objective function? }




Conditional Expectations

J(0) =E

s1~p(s1)

gy mome (a1]s1) [T(Slv a1)+E52Np(52 |s1,a1) {Eazwwe(az |52)

7(s2,a2)+ -+ | s2] | Slaal} ‘Slw}



Introducing the Q-function

J(0)
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Suppose we knew this part

/




Value Functions



Definition: Q-function

i

Q" (51, a1) = E[Z r(se, ay)

it=d

Expected cumulative reward obtained by
Sty At taking a, in s, and then following the policy

‘](0) — Eslrvp(sl) ]Ea1~7rg(a1|sl) [Q(Sla (11)

.
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Ealwwe(aﬂsl) [Q(Sla CL1)

Definition: Value Function (V)  J7(0) =E. )

.

S Expected cumulative reward obtained by taking
t by following the policy starting from s,

Vﬂ—(st) — Eatwﬁg(at|st) [Qﬁ(sta at)

V7 (s,) = E[ir(st/,at/)

=%

J(0) = Eq sy | VT (51)




Approaches Using Value Functions

If we have a policy, and we know its
corresponding Q-function, we can improve
the policy

Compute the gradient and do gradient ascent
to increase the probability of good actions

Set m'(a | s) =1 If Q7 (s,a) > V™(s)

if a = argmax Q™ (s, a) modify 7(a | s) to increase probability of a

a



