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Lecture 8: Value Functions (Part 2)
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Outline

e Value functions

e The advantage function

e Policy Ilteration

e Policy Evaluation



Questions & Clarifications

e What do trajectories mean, what does distribution over
trajectories mean, and what is their role in the
objective function

e Example of Q and V

e Factorising the trajectory distribution

e TreeviewofQandV



About Trajectories
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0* = arg maXETNpe(T) { r(st, a }
t=1
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J(0) = Erpy(r) [ZT 5t, At ]
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[ Can we visualise this? }




Factorising the Trajectory Distribution
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MDP: State Evolution
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The Tree View

Ezxercise 3.18 The value of a state depends on the values of the actions possible in that
state and on how likely each action is to be taken under the current policy. We can
think of this in terms of a small backup diagram rooted at the state and considering each
possible action:
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Give the equation corresponding to this intuition and diagram for the value at the root
node, vy (s), in terms of the value at the expected leaf node, ¢, (s, a), given S; = s. This
equation should include an expectation conditioned on following the policy, w. Then give
a second equation in which the expected value is written out explicitly in terms of 7(als)
such that no expected value notation appears in the equation. O
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Conditional Expectations and Q-function /() =E-,, [
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Suppose we knew this part
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The Tree View J(0)=E B, oo (ay]s:) [Q(sl, ar)

s1~p(s1)

g

Ur(S
taken with PR B (8)
probability w(a|s) <,

® ® ® <_S—_Q7T(S? CL)

ai a2 as
St]

[ Expand the expectation? }

Vﬂ(st) = EatNTrg(a,t|st) [Qw<8ta at)
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The Tree View: With Q

Ezercise 3.19 The value of an action, ¢r(s,a), depends on the expected next reward and
the expected sum of the remaining rewards. Again we can think of this in terms of a
small backup diagram, this one rooted at an action (state-action pair) and branching to
the possible next states:

expected
rewards

Give the equation corresponding to this intuition and diagram for the action value,
qr(s,a), in terms of the expected next reward, R; ¢, and the expected next state value,
vr(Sty1), given that Sy=s and A;=a. This equation should include an expectation but
not one conditioned on following the policy. Then give a second equation, writing out the
expected value explicitly in terms of p(s’,r|s,a) defined by (3.2), such that no expected
value notation appears in the equation. O
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The Tree View: With Q v /]\
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Q" (51, 0¢) = E[Zr(st/,at/)
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[ Why is this true?
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Reminder: Value function

by following the policy starting from s,

St] [ Expected cumulative reward obtained by taking }
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Which Action to Pick at t=17?

Suppose I gave you Q7 (s1,a1).

How would you find the action to take at t = 17

il

J(0) = E

s1~p(s1)

Ea1N7T9(a1|31) [Q(Slv al)
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Algorithms
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Definition: Advantage Function

AT (s¢,a1) = Q" (s¢,a4) — V7 (s¢)

when taken at state s, as compared to the

On average, how much better is the action a,
average over all actions possible at s,?

1 if a; = argmax,, A" (S, aq)
Thew —

0 otherwise
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Policy Iteration

C L. Bvaluate A™(se,0) ([

2. Set ™ +— Tpew

AT (s¢,a1) = Q7 (s¢,a:) — V7 (s¢) [ Can we simplify this?
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Advantage Function A" (ss,a:) = Q7 (s¢,a:) — V7 (s)

Q" (st,at) =7r(st,a¢) +Eg, ., [Vﬂ(StH)]

QW(St7 a’t) = T(St7 a’t) + E8t+1Np(St_|_1|8t,at) |:V7T(8t—|—1)}

A™(ss,ar) =1(s,a) +Eg, {V”(stﬂ)] — V7 (s¢)

[ Thus, finding V is a route to find A ]
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Policy Iteration

C e —

2. Set T +— Thew

1 if a; = argmax,, A™(s¢, at)
Thew — )
0 otherwise
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Policy Evaluation V7 (s) = E{Zr(st as)

=t
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V™ (s) = B el s [r(st,at)] -+—IE[ Z r(st/,at,)]
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VT(s) =E [ St, Q) + Z (S, ae)

t'=t+1
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[ The Bellman equation ]
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