
AIL 722: Reinforcement Learning

Lecture 8: Value Functions (Part 2)

Raunak Bhattacharyya



Outline

2

● Value functions

● The advantage function

● Policy Iteration

● Policy Evaluation



Questions & Clarifications

● What do trajectories mean, what does distribution over 
trajectories mean, and what is their role in the 
objective function

● Example of Q and V

● Tree view of Q and V

● Factorising the trajectory distribution
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About Trajectories

Can we visualise this?
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Factorising the Trajectory Distribution
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The Tree View

From Reinforcement Learning: An Introduction, Sutton & Barto7

http://incompleteideas.net/book/RLbook2020.pdf
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Conditional Expectations and Q-function

Suppose we knew this part



The Tree View
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Expand the expectation?

From Reinforcement Learning: An Introduction, Sutton & Barto

http://incompleteideas.net/book/RLbook2020.pdf


The Tree View: With Q

10 From Reinforcement Learning: An Introduction, Sutton & Barto

http://incompleteideas.net/book/RLbook2020.pdf


The Tree View: With Q

Why is this true?

11 From Reinforcement Learning: An Introduction, Sutton & Barto

http://incompleteideas.net/book/RLbook2020.pdf


Reminder: Value function
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Expected cumulative reward obtained by taking 
by following the policy starting from st



Which Action to Pick at t=1?
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Algorithms
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Definition: Advantage Function

On average, how much better is the action at 
when taken at state st as compared to the 

average over all actions possible at st?
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Policy Iteration

Can we simplify  this?

How do we do this?
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Advantage Function

What is st+1 sampled from?

Thus, finding V is a route to find A
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Policy Iteration

How do we do this?
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Policy Evaluation

The Bellman equation
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