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Outline

● Discounting

● Policy Iteration

● Policy Evaluation

● Assignment 1 Overview



Story So Far
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Perspective
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Policy Iteration
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Value Function Recurrence

The Bellman equation
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Deterministic Policy

We are working with deterministic policies



Discounting
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Source: YoutubeSource: Youtube

Episodic Infinite horizon

How do we write the objective including discounting?

http://www.youtube.com/watch?v=0I5kl4dns_Q
http://www.youtube.com/watch?v=jymFj7bNsKg
https://www.google.com/url?sa=i&url=https%3A%2F%2Fstock.adobe.com%2Fsearch%3Fk%3Dgroup%2Btyping&psig=AOvVaw1mofIYASLPzpbozVofEfcQ&ust=1719549120332000&source=images&cd=vfe&opi=89978449&ved=0CBUQ3YkBahcKEwiwrvLn-fqGAxUAAAAAHQAAAAAQBA
https://www.youtube.com/shorts/jymFj7bNsKg
https://www.youtube.com/watch?v=0I5kl4dns_Q


Value Function Recurrence: With Discount
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Better to get rewards sooner rather than later

Discount factor determines the present value of future rewards
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Policy Evaluation

Can we view this as a system of equations?



Policy Evaluation: Iterative Approach

11 From Reinforcement Learning: An Introduction, Sutton & Barto

A state may be its own successor

http://incompleteideas.net/book/RLbook2020.pdf


Iterative Policy Evaluation

12 From Reinforcement Learning: An Introduction, Sutton & Barto

http://incompleteideas.net/book/RLbook2020.pdf

